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Good news, and bad

Top ranking in the European commission’s
Digital Economy and Society Index 2020

m 1 Connectivity =2 Human capital ®m 3 Use of intemet services m 4 Integration of digital technology m 5 Digital public services
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Only mid-ranked in Europe in the ITU
Global Cybersecurity Index 2020

Table 9: GCl results: Europe region

Overall | Regional
Country Name Score Rank

United Kingdom
Estonia

Spain
Lithuania
France

Turkey
Luxembourg
Germany
Portugal
Latvia
Netherlands**
Norway*™*
Belgium

Italy

Finland
Sweden
Greece
Austria

Poland
Denmark
Croatia
Slovakia
Hungary
Israel**

The Republic of
North Macedonia

Serbia

Cyprus
Switzerland**
Ireland

Malta
Georgia
Iceland
Romania
Moldova
Slovenia
Czech Republic

Monaco

99.54
99.48
98.52
9793
97.6
?7.5
97.41
97.41
97.32
97.28
97.05
96.89
96.25
9613
95.78
94.59
9398
93.89
93.86
92.6
92.53
92.36
91.28
9093
89.92

89.8
88.82
8697
85.86
83.65
81.07
79.81
76.29
75.78
7493
74.37
72.57
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form of tiny changes that are typically imperceptible to humans — can
flummeoxthe best neural networks around.

‘These problems are more concerning than idiosyncratic quirks ina
nol-quite-perfect technology, says Dan Hendrycks, s PhD student in
compte acence o the Uniresty o Calforni, Berksley. Like many

that 51
DNNa e tatwhat they dountl taken 3
ko il e they break in unpredictable ways (sec Fool

ing he A

Deep.
m(leumglv ‘moving out of the lab into the real world, from piloting
self-driving cars to mapping crime and diagnosing discase. But pixcls
maliciously added to medical scans could fool a DNN into wrongly

The double-edged

ahacker to hijack anonline Al-based:
so that it runs theinvader’s own algorithms’. H
In their cfforts to work out what’s going wrong, rescarchers have =
discovered a lot about why DNN fail. “There are no fixes for the !
fundsmental brittleness of deep neural networks,” argues Francois 52
Chollet, an Al engineer at Google in Mountain View, California. To 23
movebeyond th laws heand otherssay; eseachers necd o ugment. 5§
; hing DK Jing als £3
thatcan explore  write their own code and 53
Modell retain memories. These kinds ofsystem will, some experts think, form 55
l’:““” (O3] Medel |_1 2 3 4 5 the story of the coming decade in Al rescarch. 8
ata E
work Services (NET) REALITY CHECK g
er Operations (OPS) In 2011, Google revealed asystem that could recognize catsin YouTube £%
videos, and soon afier came a wave of DNN-based classification sys- &
ber Defense Infrastructure Support (INF) g s o b ]
ftware EV) Fna]]» ableto undevs\andlhe wovld says Jeff Clune at the University 5
er Defense Analysis (CDA) . &
lent Response (CIR) AILabun San Francisco, (_dlfomm #

igital Forensics (FOR) N misclassifies it m:rld[w ch ‘the brai

ystems ion (ADM)

Test and Evaluation (TST) leyers. Each dbelowiL
Systems Analysis (ANA) “The idea is that features of the raw input coming into the bottom
- NMGT] layers — such as pixels in an image — trigger some of these neurons,
o N ( which then pass on asignal to neurons in the layer above according to
Cyber . P
ol

Analysis (EXP) ittoa mass of cxamples,cach wheryin

ulnerability Assessment and (VAM) ;:nd < o Lo hetop o
emmaog; Aes ok T Ty
ystems D (SYS) A first big reality check came in 2013, when Google researcher
Knowledge Management (KMG) Christian Szrgcd\ ind‘hlscu”cng‘uripnsltd:yrrpnnl(nll(d ‘Intrigu-

i p— - networks™. Theteam

ys:ems A:C) SR -J umbst to take an image — of a lion, for example — that a DNN could identify
ystems anning (SRP) and, by aktering a few pixels, convince the machine that it was looking.

at something differen, such as a library. The tear called the doctored
images ‘adversasial examples.

Aear later, Clune and his then- PhD student Anh Nguyen. together
with Jason Yosinski at Cornell University in Ithaca, New York, showe
that it was possible to make DNN sec things that were not there, such

of wavylines’

Customer Service and Technical Support (STS)
Risk Management (RSK)
Collection Operations (CLO)

Training, Education, and Awareness (TEA)
Language Analysis (LNG)

Project Management/Acquisition and Program (PMA)
Targets (TGT)

Strategic Planning and Policy (SPP)

Threat Analysis (TWA)

All-Source Analysis (ASA)

Cyber Operational Planning (OPL)

Legal Advice and Advocacy (LGA)

Executive Cyber Leadership (EXL)

cein
a while says Yoshua Bengio a the University ;e P
whao is 2 pioneer of deep learning. “What was a surprise was the type
of mistakes” he says. “That was pretty striking. It  type of mistake we
woukd et bveimagined woudhappen”

Last who
is now at Auburn University in Alsbama, showed that simply rotating
objectsin an image was sufficen o throw off some of the best image

£ This year, Hendrycks and his collcagues reported

pringor aturs Limiec Al ights reservet

Tabell 4: Specialistomraden i NICE-ramverket. Siffrorna ska I&dsas som ett relativt matt
pa hur latt det &r att automatisera specialistomradet relativt andra specialistomraden.
Den specialitet som &r enklast att automatisera inom respektive modell har index 1,0

Douglas Heaven: Why deep-learning
Als are so easy to fool, Nature 574.7777
(2019): 163-166. doi: 10.1038/d41586-
019-03013-5

Teodor Sommestad, Joel Brynielsson,
Stefan Varga (2019), Mojligheter fér automation av
roller inom cybersikerhetsomradet, FOl Memo 6737



Threat perception in the Swedish
manufacturing industry

Business interruption 55%
Attack, espionage 22%
Public leak 12%
Other consequence || 1%
Do not know 9%

U. Franke and J. Wernberg, A survey of cyber security in the Swedish manufacturing industry, RI_
2020 International Conference on Cyber Situational Awareness, Data Analytics and SE
Assessment (CyberSA), Dublin, Ireland, 2020, pp. 1-8, doi:



Security measures in the Swedish
manufacturing industry

Technical solutions 75%
Rules & processes 66% L 30% 4%
Strategy 47% 6%
Annual review 44% 11
Continuity plan 42% 8

Cyber insurance 30%

Training |~ 22% | 7A% s
Exercises [ 14%
Certification |11% 8

1YesE No Do not know

U. Franke and J. Wernberg, A survey of cyber security in the Swedish manufacturing industry, RI_
2020 International Conference on Cyber Situational Awareness, Data Analytics and SE
Assessment (CyberSA), Dublin, Ireland, 2020, pp. 1-8, doi:



ver the past 6 years, people have re-
alized that security failure is caused at
least as often by bad incentives as by
bad design. Systems are particularly prone to
failure when the person guarding them is not the
person who suffers when they fail. The growing

Ross Anderson & Tyler Moore: The
economics of information security, Science
314.5799 (2006): 610-613. doi:
10.1126/science.1130992

The Economics of Information Security

Ross Anderson* and Tyler Moore

The economics of information security has recently become a thriving and fast-moving discipline.
As systems are from machines to principals with divergent
interests, we find that ncentives are becoming as important as technical design in achieving
dependability. The new field provides valuable insights not just into “security” topics (such as bugs,
spam, phishing, and law enforcement strategy) but into more general areas such as the design of
peer-to-peer systems, the optimal balance of effort by programmers and testers, why privacy gets

eroded, and the politics of digital nghts management.
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ver the past 6 years, people have re-

Oa!v:d that security failure 1s caused at
Jeast as often by bad incentives as by

bad design. Systems are particularly prone to
failure when the person guarding them is not the
who suffers when they fail. The srowing

other markets: digital nghts management (DRM)
n oalme nusic and commodity software markets
provides a topecal examiple.

Economic factors also explain many chal-
lenges to personal privacy. Discrimmatory
which is cconomically cfficient but
snclall\ controversial—is simultancously made
more attractive to merchants and casier to im-
plement because of technological advances. We
conclude by discussing a fledgling rescarch effort:
examining “the sccuri m(m of network struc-
ture an interactions, reliability, and robustness.

Misaligned Incentives
One of the ubsmnnnm that drove mitial interest

in i ics came flom

ons of cconomic theories and ideas to
mam:a] mformation secunity problems rather
than to enumerate the many established results.
We first consider misaligned incentives in the
design and deployment of computer systems.
Next, we study the impact of extemalities:
Network insecurity is somewhat like air pollu-
tion o traffic congestion, in that people who
connect insecure machines to the Intemet do not
bear the full consequences of their actmm.
The difficulty

banking. In the Unnud vam banks are penerlly
liable for the costs of cand fraud: when a customer
disputes a transaction, the bank either must show
that the customer 1s trying to cheat or must offera
refund. In the United Kingdom, the banks had a
much easier ride: They genemlly got away with
claiming that their mlmmx:d teller machine
(ATM) system was “secure,” so a customer who
complained must be mistaken or lying, “Lucky
bankers,” one might think: yet UK banks spent
more o0 secunty and suffered more fraud. How
could this be? It appears to have been what
call a moral hazard effect: UK bank

cunity risks presents another challenge: These nyL\
cannot be managed better until they can be
measured better. Insecure software dommates the
market for the simple reason that most users cannot
distinguish it from secure software; thus, devel-
opers are not compensated for costly efforts t©
strengthen their code. However, markets for
vulnerabilities can be wsed to quantify software
secunity, therchy rewarding good programming
practioes and punishing bad ones. Insunng against
attacks could also provide metrics by building a
pool of data for valuing risks. However, local and
global correlations exhibited by different attack
types largely determine what sort of insurance
markets are feasible. Information secunty mech-
anisms or failures can create, destroy, or distort

Computer Leboratory, Umiversty of Cambridge, 13 ])
Thomson Avenue, Cambridge €33 OFD, UK.

*To whem comespondence should be addressed. E-maik
rossandersce@cl.cam. oc vk

staff knew that customer complaints would not be
taken senously, so they became lazy and careless.
This situation led to an avalanche of fraud (/).

In 2000, Varian made a similar key obser-
vation about the antivirus software market. Peo-
ple did not spend as much oo protecting their
computers as they might have. Why not? At that
time, a typical virus payload was a service-
denial attack against the Web site of a company
such as Microsoft. Although a rational con-
sumer might well spend $20 to prevent a vins
from trashing his hard disk, he might not do so
just to prevent an attack on someone clse (2).

Legal theonsts have long known that liabdlity
should be assigned to the party that can best
manage the risk. Yet everywhere we look, we see
online risks allocated pooedy, resulting in privacy
failures and protracted regulatory tussles. For
instance, medical records systems are bought by
hospital directors and insurance companies, whose
Inferests in account management, cost control, and

rescarch are not well aligned with the patients’
inferests in privacy. Incentives can also influmnce
atack and defense strategies. In economic theory,
a hidden action problem anses when two parties
uhmnummhum:pnm can take -
ohservable actions that affect the outcome. The
classic example comes from insurance, where the
insured party may behave recklessly (increasing
the likelthood of a claim) because the nsurance
company cannot observe his of her behavior.

We can use such economic concepts to clas-
sify computer security problems (3). Routers
can quictly drop selected packets or falsify re-
spoases to routmg requests; nodes can redirect
network traffic to eavesdrop on conversations;
and players m file-sharing systems can hide
whether they have chosen to share with others,
s0 some may “free-nide’” rather than help to sus-
twin the sysem. In such hidden-action at
some nodes can hide malickous or antisocial
behavior from others. Once the problem is seen
in this light, designers can stucture nteractions
o munimize the capacity for hidden action or to
make it easy to enforce suitable contracts.

This helps to explain the evolution of peer-
to-peer systems over the past 10 years. Eady
systems proposed by academics, such as Eter-
mty, Freenet, Chord, Pastry, and OceanStore,
required users to serve a random selection of
files from across the network. These systems
were never widely adopted by users. Later
systems that succeeded in attracting very many
users, like Grutella and Kazna, instead allow
peer nodes to serve content they have down-
loaded for their pcr,vonal use, without burdening
them with others™ files. The comparison be-
tween these architectures onginally focused on
purely technical aspects: the costs of search,
retrieval, communications, and storage. Howev-
er, 1t tums out that meentives matter here too.

Farst, a system structured as an associahon of
clubs reduces the potential for hidden action: club
members are more likely to be able to assess coe-
rectly which members are contributing. Second,
clubs might have quite divergent inferesss. Al-
Wmmwmnmm\wmas
mechanisms for shame music, eurb systems were
designed for
serve a number of quite different grmrb—mn}hc
Chinese dissidents, critics of Scientology, or
aficonados of sadomasochistic magery that
legal in California but banned in Tennessee. Eardy
peerto-peer systems required such users o serve
ﬁ*hmfrrsﬁ]&soﬂunﬂr\ endad up protecting
nhcdmsﬁccs‘]mh(hc question to consider
1s whether such groups might not fight harder o
defend their own colkagues, rather than people
mvolved in struggles in which they had no interest
and where they might even be disposed to side
with the censor.

Danczis and Anderson introduced the Red-
Blue model to analyze this phenomenca (4). Each
node has a preference among resource types—for
nstance, left-kaning versus nght-leanmg polibcal

27 OCTOBER 2006 VOL 314 SCIENCE www.sciencemag.org



ver the past 6 years, people have re-
O alized that security failure is caused at
least as often by bad incentives as by
bad design. Systems are particularly prone to

failure when the person guarding them is not the
person who suffers when they fail. The growing
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Cyber security R&D is most often focused on
design

If Anderson & Moore are right, as much effort
should be spent on incentives as is spent on
design!



The promise
and peril

of inter-
connectedness

Ulrik Franke (2020),
"Cybersakerhet for en
uppkopplad ekonomi”,
Entreprenodrskapsforum
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The promise and peril of inter-
connectedness (cont’d)

“the companies' overall attitude to sharing
vulnerability information is passive but
open. In contrast, contemporary
cybersecurity guidelines recommend
active disclosure and sharing among actors
in an ecosystem.”

Olsson, Thomas, et al. "Sharing of vulnerability information among companies-a survey of
Swedish companies." 2019 45th Euromicro Conference on Software Engineering and
Advanced Applications (SEAA). IEEE, 2019.



Insurance and the
Computer Industry

IN the furture, the computer sec urity industry will be run by the insurance
BRUCE SCHNEIER industry. I don’t mean insurancepcompanies “will start se]]mtr firewalls, but
rather the kind of firewall you use ong with the kind of 1urhent|c arion
scheme you use, the kind of operating system you usc, and yofind of network monitoring scheme you
use—will be strongly influenced by the constraints of insys

.

doesn’t care if it burns down. If
[ht.' owner d(JL’S care, ht.‘ or 5}1‘.’ iS
underinsured. If a necwork 1s
insured properly, the owner won't

IN the future, the computer security industry will be run by the insurance
industry. I don’t mean insurance companies will start selling firewalls, but

C )| otherwise would be to behave
O=———————1#© recklessly as an executive and be

Bruce Schneier: Insurance Enter Your Policy Number: open to l\m_’suirs. Details of net-

‘ ceess ‘ work security become check boxes
and the Computer when it comes time to calculate
c . . the premium. Do you have a fire-
IndUStry’ Communications wall? Which brand? Your rate

of the ACM, 44(3),
(2001):114-114. doi: RI.
10.1145/365181.365229 SE



Enhancing the Role
of Insurance in Cyber Risk
Management
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“ don’t think we or anybody else really
knows what they’re doing when writing
cyber... | think anybody that tells you now
they know in some actuarial way either
what general experience is like in the
future, or what the worst case can be, is
kidding themselves.”

Warren Buffett




Lack of actuarial data
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Some knowledge gaps

Cyber risks are probably underestimated
Attackers stay hidden. Difficult to estimate statistics of rare events
(Edwards 2016). Incentives to keep quiet (Bharadwaj et al. 2009).

Costs of incidents are great, but we do not know how great they are.
Surveys are not reliable (Floréncio 2013; Anderson et al. 2013) and
incentives are poor (Moore 2010).

There is probably an underinvestment problem, but its magnitude is
hard to ascertain

Negative externalities shift costs to others (Anderson & Moore 2006).

We know of many reasonable cyber security measures , but we lack
detailed knowledge about their effectiveness

Lack of data. There are good ideas (Sonnenreich et al. 2006) but more
research is needed.






